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- forecast updates propensity varies with inflation and horizon
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Dynamics of the "forecasting gap"  \[ \tilde{\pi}_f(t) = \pi_f(t) - \pi_f^*(t) \]

\[
\tilde{\pi}_f(t) - \tilde{\pi}_f(t_0) = \pi_f(t) - \pi_f(t_0) - (\pi_f^*(t) - \pi_f^*(t_0)) \\
= \pi_f(t) - \pi_f^*(t) = E_{t-\delta}\pi_{t_0+h} - E_t\pi_{t_0+h} \\
= -\sigma \int_{t-\delta}^t dB(s) = -\sigma [B(t) - B(t - \delta)]
\]

hence conditionally on \( I_{t_0} \),

\[
\tilde{\pi}_f(t) = \tilde{\pi}_f(t_0) - \sigma [B(t) - B(t - \delta)] \sim N(\tilde{\pi}_f(t_0), \sigma^2 \delta)
\]

careful with the persistence induced by \( B(t) \).
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2. **Information rigidity**: should you not look at intra-month frequency? The cost to observe last month’s inflation is zero but not the cost to update the forecast.

3. **$\psi/\theta$**: it would be nice to dig further (also the intercept $c_i$ for the latent propensity to adjust $\lambda^*_i,t,h$).
   - relate it to size of the firm?

4. **Notation**: $\lambda_i,t,h$ is an indicator for updates whereas $\lambda(i,h)$ is unconditional probability.
A nice topic
A nice idea
A nice paper to read!
Thanks!